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ABSTRACT 
This study examined factors that affecting the livestock population density in North 
Kordofan State. A questionnaire was designed gathering information's related to that 
topics from 758 livestock owners in 2012. Preliminary descriptive statistics were used 
at early stage explained the general features and percentage of livestock variables. 
Followed by further analysis involved factor analysis and principal components, to 
draw the important factors affects livestock population. The results showed that 
twelve factors were extracted, which explain 63.12% of the total variance. The study 
concluded that the main factors affecting livestock animal health, in general 
particularly, were water resources and vaccinations campaigns.   

  المستخلص
في ھذه الورقة تمت دراسة العوامل التي تؤثر علي الثروة الحیوانیة في ولایة شمال كردفان ، تم أخذ عینة 

من أصحاب الماشیة  وتم أستخدام الأحصاء الوصفي  ومن ثم تم أستخدام التحلیل العاملي  758حجمھا 
  % من جملة التباین.63.12أثني عشر عامل تفسر والمكونات الأساسیة ، تم التوصل إلي 

خلصت الدراسة إلى أن أھم العوامل التي تؤثر علي الثروة الحیوانیة ھي صحة الحیوان ومصادر المیاه وحملات 
 التطعیم.

KEYWORDS:  principal components, Factor analysis. 
 
INTRODUCTION 
The Objective of the study is to 
examine the underling structure of the 
animal resources in North Kordofan 
State. Animal resources and agriculture 
were being the backbone of the country 
economy before oil explores, therefore 
it can rise again as a strong alternatives 
if we know the good position of the 
country in this field beside the 
adequate factors that can easily lead to 
success in this sector, especially if we 
recognize the raising demand on 
animal products. In previous studies, 
following the same statistical method,  
 

 
some of the results were as follow: 
Rabie Ragab Sadek (1984) Studies on  
genetic and environmental factor 
affecting the milk production of the 
Egyptian buffalo He noticed that seven 
factors affecting of the milk 
production: season of calving, yearof 
calving, farm, location period, age of 
first calving, service period and calving 
interval explained 53.8% of the total 
variance.(1) Ahmed Hassan Mohamed 
Haridy (2010) studied some factors 
affecting the acquired immunity in 
chickens. He noticed that seven factors 
affecting of the milk production 
explain 61.7% of the total variance. (2) 



Journal of Natural and Medical Sciences (JNMS) 
vol. 15 (2) 2014  
ISSN 1858-6805 
e-ISSN 1858-6813 

45 
 

Principal components analysis and 
factor analysis 

principal components analysis and 
factor analysis are methodologies with 
the goal of reducing a large number of 
variables into a limited number of 
dimensions referred to as components 
or factors which are able to account for 
all or most of the variability in the 
original (3-5). The (PC) analysis was 
used to transform the given set of 
variables, X1, X2 …Xk, into a new set 
of composite variables that were 
orthogonal to or uncorrelated with each 
other. The objective was to identify 
groups of inter-correlated variables. 
(6,7) Principal Component Analysis 
(PCA) is the general name for a 
technique which uses sophisticated 
underlying mathematical principles to 
transforms a number of possibly 
correlated variables into a smaller 
number of variables called principal 
components. The origins of (PCA) lie 
in multivariate data analysis; however, 
it has a wide range of other 
applications. PCA has been called, one 
of the most important results from 
applied linear algebra (8) Let X Є Rp be 
a random vector with mean μ and 
covariance matrix ∑ (note that we 
don’t make any assumptions about the 
distribution of X). Then the principal 
component transformation is the 
transformation:  

X → Y = Γ/(X − μ) where Γ is the 
orthogonal matrix consisting of the 
standardized eigenvectors 
corresponding to the eigenvalues       λ1 
≥   λ2 ≥ λ3   ≥ ……. ≥ λp of ∑. Thus, ∑ 
= ΓΛΓ′, or equivalently, Γ′∑Γ=Λ.  

 Given X = (X1, . . . ,Xp)′ 

We call a/Xa standard linear 
combination (SLC) if ∑ai

2 = 1 

Find the SLC a/
(1) = (a11. . . , ap1) so that 

Y1 = a/
(1) X has maximal variance 

Find the standard linear combination 
SLC a/

(2) = (a12, . . . , ap2) so that Y2 = 
a/

(2)X has maximal variance, subject to 
the constraint that Y2 is uncorrelated to 
Y1. 

Find the standard linear combination 
SLC a/

(3) = (a13, . . . , ap3) so that Y3 = 
a/

(3)X has maximal variance, subject to 
the constraint that Y3 is uncorrelated to 
Y1 and Y2 ,  etc... 

Properties of PCA 

E(Yi) = 0 

Var(Yi) = λi 

Cov(Yi, Yj) = 0 if i ≠ j 

Var(Y1) ≥ Var(Y2) ≥….≥ Var(Yp) 

No standard linear combination (SLC) 
of X has a larger variance than λ1 the 
variance of the first principal 
component. 

Limitations of PCA 
The directions with largest variance are 
assumed to be of most interest. We 
only consider orthogonal 
transformations (rotations) of the 
original variables. (Kernel PCA is an 
extension of PCA that allows non-
linear mappings). PCA is based only 
on the mean vector and the covariance 
matrix of the data. Some distributions 
(e.g. multivariate normal) are 
completely characterized by this, but 
others are not. Dimension reduction 
can only be achieved if the original 
variables were correlated. If the 
original variables were uncorrelated, 
PCA does nothing, except for ordering 
them according to their variance. PCA 
is not scale invariant. 
Materials and Methods 
This study was conducted in north 
Kordofan State at 2012. Questionnaires 
were used to collect data from owner 
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of livestock to study the factors 
affecting of livestock population. The 
Questionnaires contained: owner 
gender, owner age, the owner family 
member, the breeding type, the 
breeding purpose, education level of 
the owner, the owner main 
professional, the owner secondary 
professional, the owner professional 
experience,  breeding farm area of the 
owner, animals vaccinated or not, the 
number of vaccinated animal per year 
of the owner, the number of male 
slaughtering of animal per year, the 
number of female slaughtering of 
animal per year, the died of animal per 
year, the export animal per year, the 
animal commercial domestic per year, 
the animal grazing hours/day, the 
number of animal labor personnel, the 
others reasons for animal decrement, 
the numbers of animal vaccinated 
against diseases per year, the sources 
of drink water of the animal,  does 
owner have a farmer or not, annual 
animal leather, the farm area/fadan and 
animal contributes in daily living 
requirements or not. Suitable interview 
times were arranged. The sample size 
758 we use simple random sample 
(SRS) for collected data and we use the 
method of principal components 
analysis to extract the important 
factors, which explain the variance.              
Results and discussion 
Descriptive statistics shows that seven 
hundred and fifty eight respondents 
were participated in this study.  The 
majority of  the respondents (93%) 
were males , and (7%) were females 
and twenty eight percent of the animal 
grazing hours/day   (4 – 8) hours and 
seventy two percent  over 8 hours and 
Seventy five percent animal 
vaccinated, twenty five percent not 
vaccinated, also ninety six percent of 
animal contributed  in daily living 
requirements against four percent  not 
contribute.  Livestock water resources 
were distributed as follows: (67.9%) 

Boreholes, (19.8%) Stream – dam and 
(12.3%) more than one source, the 
education levels of the respondents: the 
majority (71%) were literacy, (21.2%) 
basic education, (5%) secondary 
schools and (2.8%) university 
education. The results of the factor 
analysis for the data of animal 
resources in north Kordofan state 
showed the underlying structure in 
table1. Twelve factors are extracted, 
which explain 63.12 of the total 
variance. The most important three 
factors are the health of live stock, 
farm area and experience of owner. 
The first factor which called (Animal 
Health) includes the variables 
(Livestock, Water Resource, 
Vaccinated Animal), which explains 
8.25% about of the total variance. The 
second factor called (Range) includes   
the variables (Owner Farm, Farm 
Area), which explains 6.6% about of 
the total variance. The third factor 
called (Type of Owner) includes the 
variables (Owner Main Professional, 
Owner Gender), which explains 6.2% 
about of the total variance. The fourth 
factor called (Slaughter & Breeding) 
includes the variables (female 
Slaughtering Animal per Year, 
Breeding Type and Animal 
Commercial Domestic), which 
explains 5.8% about of the total 
variance. The fifth factor called 
(Animal Husbandry) includes the 
variables (Breeding Farm Area, 
Animal Health), which explains 5.25% 
about of the total variance. The sixth 
factor called (Animal Export) includes 
the variables (Export Animal, Owner 
Education Level), which explains 
5.12% about of the total variance. The 
seventh factor called (Labor & 
Leather) includes the variables 
(Animal Labor Personnel, Annual 
Animal leather), which explains 5% 
about of the total variance. The eights 
factor called (Animal Mortality) 
includes the variables (Vaccinated 
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Animals, Reasons for Animal 
Decrement), which explains 4.61% 
about of the total variance. The ninth 
factor called (Leathers) includes the 
variables (lost of animal, grazing 
hours/day), which explains 4.28% 
about of the total variance. The tenth 
factor called (Animal Safety) includes 
the variables (Owner Professional 
Experience, Vaccinated Animals), 

which explains 4.22% about of the 
total variance. The eleventh factor 
includes the variables (Owner 
Professional Experience and Animal 
Commercial Domestic), which 
explains 3.9% about of the total 
variance.  
The twelve factor called (Animal Care) 
includes the variables (Slaughtering

Male Animal/Year Owner Professional 
Experience), which explains 3.8% 
about of the total variance. 

Totbl 1:  shows the Eigen-values associated with liner component (factor) before 
extraction 

Component Initial Eigen-values 
Total % of Variance Cumulative % 

1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 

2.144 
1.720 
1.611 
1.518 
1.364 
1.328 
1.305 
1.197 
1.112 
1.096 
1.017 
1.003 
.938 
.916 
.882 
.876 
.782 
.755 
.728 
.702 
.690 
.576 
.553 
.497 
.427 
.261 

8.245 
6.614 
6.197 
5.839 
5.248 
5.107 
5.018 
4.606 
4.278 
4.216 
3.910 
3.859 
3.608 
3.524 
3.393 
3.368 
3.008 
2.903 
2.801 
2.702 
2.654 
2.216 
2.128 
1.911 
1.643 
1.003 

8.245 
14.860 
21.057 
26.896 
32.144 
37.251 
42.269 
46.874 
51.153 
55.369 
59.279 
63.138 
66.746 
70.270 
73.662 
77.030 
80.039 
82.942 
85.742 
88.444 
91.098 
93.314 
95.442 
97.353 
98.997 
100.000 

According to Kaiser Criterion only the factors with eigenvalues greater than one is 
extracted. 
 
 
 

Extraction Method: Principal Component Analysis. 
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Table 2: Rotation Sums of Squared Loadings 
 

 

 

 

 

 
 

Component 

Rotation Sums of Squared Loadings 

Total % of Variance Cumulative % 

1 1.805 6.944 6.944 

2 1.573 6.048 12.992 

3 1.539 5.919 18.911 

4 1.499 5.767 24.678 

5 1.498 5.762 30.440 

6 1.349 5.187 35.628 

7 1.301 5.005 40.633 

8 1.241 4.774 45.406 

9 1.194 4.591 49.998 

10 1.157 4.450 54.448 

11 1.150 4.424 58.872 
12 1.109 4.266 63.138 

In table2 the eigenvalues associated with the twelve factors and the 
percentages of variance explained. 
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CorrelationMatrix

  
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15 x16 x17 x18 x19 x20 x21 x22 x23 x24 x25 x26 

 x1  .00
0 

.01
9 

.07
1 

.00
1 

.00
0 

.00
0 

.03
6 

.48
9 

.10
3 

.01
5 

.33
8 

.017 
.17
9 

.08
1 

.19
3 

.25
0 

.00
0 

.00
0 

.00
0 

.00
0 

.08
9 

.07
2 

.09
9 

.48
0 

.40
1 

x2 .00
0 

 .17
0 

.11
3 

.07
0 

.26
8 

.02
0 

.31
2 

.02
9 

.37
1 

.23
8 

.14
3 

.004 
.03
0 

.37
4 

.11
9 

.43
7 

.06
4 

.13
5 

.06
1 

.08
8 

.14
0 

.00
0 

.01
5 

.04
9 

.16
1 

x3 .01
9 

.17
0 

 .26
4 

.18
6 

.00
1 

.13
0 

.37
4 

.34
8 

.05
2 

.15
3 

.37
9 

.429 
.31
5 

.00
6 

.46
9 

.01
6 

.39
5 

.18
9 

.04
0 

.21
8 

.11
8 

.28
2 

.10
2 

.12
7 

.02
0 

x4 .07
1 

.11
3 

.26
4 

 .19
2 

.07
4 

.00
3 

.40
0 

.25
6 

.37
7 

.10
9 

.37
6 

.000 
.41
0 

.02
6 

.00
5 

.26
8 

.19
0 

.04
7 

.18
8 

.00
1 

.15
1 

.36
4 

.20
6 

.17
4 

.01
0 

x5 .00
1 

.07
0 

.18
6 

.19
2 

 .03
1 

.39
9 

.12
9 

.27
7 

.06
7 

.33
1 

.40
7 

.378 
.00
4 

.28
3 

.36
1 

.41
2 

.00
8 

.00
0 

.40
9 

.00
6 

.00
0 

.32
3 

.37
4 

.03
1 

.12
9 

x6 .00
0 

.26
8 

.00
1 

.07
4 

.03
1 

 .00
6 

.06
5 

.06
0 

.00
0 

.32
7 

.24
9 

.338 
.06
9 

.00
0 

.04
2 

.00
9 

.46
4 

.23
1 

.01
5 

.00
4 

.00
1 

.01
0 

.04
1 

.31
9 

.08
8 

x7 .00
0 

.02
0 

.13
0 

.00
3 

.39
9 

.00
6 

 .01
3 

.27
4 

.21
0 

.03
2 

.20
8 

.000 
.34

0 
.06

1 
.11

7 
.33

8 
.00

0 
.42

2 
.46

8 
.02

4 
.12

2 
.24

6 
.09

8 
.05

8 
.01

6 

x8 .03
6 

.31
2 

.37
4 

.40
0 

.12
9 

.06
5 

.01
3 

 .30
5 

.16
5 

.00
6 

.01
1 

.001 
.08
7 

.00
0 

.00
8 

.09
4 

.12
7 

.45
9 

.32
2 

.45
8 

.04
6 

.08
2 

.15
6 

.29
7 

.23
7 

x9 .48
9 

.02
9 

.34
8 

.25
6 

.27
7 

.06
0 

.27
4 

.30
5 

 .28
8 

.22
5 

.37
1 

.053 
.20
1 

.44
8 

.04
7 

.01
6 

.27
4 

.30
3 

.00
0 

.23
3 

.20
3 

.28
6 

.11
7 

.45
6 

.06
8 

x10 .10
3 

.37
1 

.05
2 

.37
7 

.06
7 

.00
0 

.21
0 

.16
5 

.28
8 

 .34
2 

.44
3 

.181 
.38
1 

.08
3 

.01
1 

.35
8 

.02
9 

.00
2 

.13
8 

.15
1 

.18
0 

.08
0 

.00
0 

.40
5 

.48
2 

x11 .01
5 

.23
8 

.15
3 

.10
9 

.33
1 

.32
7 

.03
2 

.00
6 

.22
5 

.34
2 

 .28
3 

.074 
.49
3 

.06
2 

.02
1 

.05
3 

.00
0 

.29
2 

.00
1 

.43
1 

.34
7 

.37
8 

.47
5 

.49
8 

.20
7 

x12 .33
8 

.14
3 

.37
9 

.37
6 

.40
7 

.24
9 

.20
8 

.01
1 

.37
1 

.44
3 

.28
3 

 
.413 

.24
9 

.41
1 

.48
1 

.33
8 

.07
0 

.25
5 

.31
0 

.04
6 

.01
4 

.19
6 

.10
3 

.19
2 

.35
7 

x13 .01
7 

.00
4 

.42
9 

.00
0 

.37
8 

.33
8 

.00
0 

.00
1 

.05
3 

.18
1 

.07
4 

.41
3 

 .48
4 

.23
5 

.00
0 

.05
8 

.05
0 

.29
4 

.00
0 

.04
4 

.06
8 

.02
9 

.00
0 

.05
3 

.45
6 

x14 .17
9 

.03
0 

.31
5 

.41
0 

.00
4 

.06
9 

.34
0 

.08
7 

.20
1 

.38
1 

.49
3 

.24
9 

.484 
 .20

9 
.15
7 

.00
0 

.36
3 

.47
8 

.44
7 

.10
2 

.25
2 

.00
3 

.04
2 

.00
1 

.39
9 

x15 .08
1 

.37
4 

.00
6 

.02
6 

.28
3 

.00
0 

.06
1 

.00
0 

.44
8 

.08
3 

.06
2 

.41
1 

.235 
.20
9 

 .29
8 

.00
0 

.49
6 

.00
5 

.01
9 

.13
3 

.41
8 

.16
4 

.00
4 

.00
5 

.47
8 

x16 .19
3 

.11
9 

.46
9 

.00
5 

.36
1 

.04
2 

.11
7 

.00
8 

.04
7 

.01
1 

.02
1 

.48
1 

.000 
.15
7 

.29
8 

 .50
0 

.03
5 

.14
3 

.48
0 

.00
5 

.05
1 

.33
6 

.00
4 

.27
6 

.03
7 

x17 .25
0 

.43
7 

.01
6 

.26
8 

.41
2 

.00
9 

.33
8 

.09
4 

.01
6 

.35
8 

.05
3 

.33
8 

.058 
.00
0 

.00
0 

.50
0 

 .15
0 

.19
9 

.14
7 

.00
3 

.03
2 

.06
9 

.32
0 

.00
0 

.11
2 
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Discussion: 
Principal components analysis requires 
that there must be some correlations 
greater than 0.30 between the variables 
included in the analysis.  

 
For this set of variables, there are over 
70 correlations in the matrix greater 
than 0.30, satisfying this requirement.  

 
Table 3:The KMO and Bartlett's Test 

 
Kaiser-Meyer-Olkin Measure of Sampling Adequacy. .518 

Bartlett's Test of 
Sphericity 

Approx. Chi-Square 1.911E3 

df 325 
Sig. .000 

                The source: SPSS output 
Table3 shows the Kaiser – Meyer – 
Olkin measure of sampling adequacy 
and Bartletts test of sphericity (Bartlett 
(1954)(9) (which evaluates the null 
hypothesis that all of the correlations 
in a correlation matrix are zero), SPSS 

obtained the result χ2 
(325) = 1911,    p = 

.000 (which indicates a probability less 
than .0005) for Barrtletts test of 
sphericity. Note that, χ2 calculated is 
greater than χ2 tabulated; the null 
hypothesis can be rejected at the 0.01 

x18 .00
0 

.06
4 

.39
5 

.19
0 

.00
8 

.46
4 

.00
0 

.12
7 

.27
4 

.02
9 

.00
0 

.07
0 

.050 
.36
3 

.49
6 

.03
5 

.15
0 

 .30
4 

.00
0 

.18
1 

.31
1 

.30
1 

.00
1 

.09
6 

.22
1 

x19 .00
0 

.13
5 

.18
9 

.04
7 

.00
0 

.23
1 

.42
2 

.45
9 

.30
3 

.00
2 

.29
2 

.25
5 

.294 
.47
8 

.00
5 

.14
3 

.19
9 

.30
4 

 .10
9 

.09
4 

.07
1 

.04
5 

.23
1 

.13
2 

.04
1 

x20 .00
0 

.06
1 

.04
0 

.18
8 

.40
9 

.01
5 

.46
8 

.32
2 

.00
0 

.13
8 

.00
1 

.31
0 

.000 
.44
7 

.01
9 

.48
0 

.14
7 

.00
0 

.10
9 

 .01
3 

.00
5 

.00
9 

.00
3 

.32
5 

.03
1 

x21 .00
0 

.08
8 

.21
8 

.00
1 

.00
6 

.00
4 

.02
4 

.45
8 

.23
3 

.15
1 

.43
1 

.04
6 

.044 
.10

2 
.13

3 
.00

5 
.00

3 
.18

1 
.09

4 
.01

3 
 .00

0 
.24

2 
.00

0 
.07

8 
.00

6 

x22 .08
9 

.14
0 

.11
8 

.15
1 

.00
0 

.00
1 

.12
2 

.04
6 

.20
3 

.18
0 

.34
7 

.01
4 

.068 
.25

2 
.41

8 
.05

1 
.03

2 
.31

1 
.07

1 
.00

5 
.00

0 
 .24

1 
.00

5 
.29

4 
.01

8 

x23 .07
2 

.00
0 

.28
2 

.36
4 

.32
3 

.01
0 

.24
6 

.08
2 

.28
6 

.08
0 

.37
8 

.19
6 

.029 
.00

3 
.16

4 
.33

6 
.06

9 
.30

1 
.04

5 
.00

9 
.24

2 
.24

1 
 .14

1 
.00

0 
.13

8 

x24 .09
9 

.01
5 

.10
2 

.20
6 

.37
4 

.04
1 

.09
8 

.15
6 

.11
7 

.00
0 

.47
5 

.10
3 

.000 
.04

2 
.00

4 
.00

4 
.32

0 
.00

1 
.23

1 
.00

3 
.00

0 
.00

5 
.14

1 
 .26

8 
.41

8 

x25 .48
0 

.04
9 

.12
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and 0.05 level. The value of KMO is 
0.518, which indicates that the samples 
size is mediocre, so the sample size is 
sufficient. The Barrtletts test P- value 
is highly significant (0.000), thus it 

tells us that the correlation matrix is 
not identity matrix; therefore, the 
underlying population from which the 
sample was derived. 

 
Figure 1: principal components and eigen values 

For our livestock data, twelve 
components have eigenvalues greater 
than 1.  On figure1, together 
components 1 to 12 account for 63% of 
the total variance.  We shall retain only 
twelve components. 
CONCLUSIONS 
The study concluded that the more 
important factors increase livestock 
population water design livestock 
campaign and provision water 
resources and in decrease was export 
female of live stock.   
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